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Principles of Performance Monitoring with Application to
Automatic Landing

J. M. SMmitH,* P. B. ScHOONMAKER,T E. E. PYRON,] AND R. L. BENBOW§
McDonnell Douglas Astronautics Company-East, St. Louis, Mo.

A new development in the field of control systems is the Performance Monitor, a subsystem which is intended
to assess the total (internal) and external state of a controlled dynamic system, and the expected effect of this
state upon the safety of the system’s operation. Although the concept appears to be of wide applicability, the
only application studied by the authors is to aircraft automatic landing systems. In this application, performance
monitoring will provide levels of safety and economy of utilization beyond the level possible by the traditional

means of redundancy and internal monitoring alone.

This paper presents a brief survey of the principles of

autoland performance monitoring—from basic mathematics through conceptual design and testing. Hypo-
thetical numerical examples are provided to clarify the concepts presented.

I. Introduction

P HE early stages of autoland development saw extensive use
of the conventional approach to guaranteeing safety and
utility of the control system—reduction of system failures by
use of reliable components, redundancy, and “internal” moni-
toring of subsystems (in-line and comparison monitoring).
Although failure prevention and detection are important in
themselves, this approach alone has not proved entirely satis-
factory as an economical means for reduction of risk; e.g.,
redundancy has brought its own problems, such as equaliza-
tion and nuisance disconnects. Even though effective in
preventing and detecting failures, the conventional techniques
provide no help for the many possible situations (e.g., ILS
beam bends and noise, wind shears) which can lead to loss of
an aircraft and its passengers without internal failure.

Over the present and future commercial operational spec-
trum (categories Il and III), these difficult situations will in
fact occur with non-negligible frequency. Furthermore, in
many of these situations the pilot (the only external monitor
.in the loop) will be lacking in high-fidelity out-the-window
information, and simultaneously saturated with low-fidelity
information, requiring much scanning, interpreting and cross-
checking of instruments. The situation becomes increasingly
difficult as touchdown approaches, since the time-to-go ap-
proaches, and finally becomes less than, the total of decision
and response time. ‘

A Performance Monitor (PM) is a device which makes an
assessment of the total (internal and external) state of the air-
craft and the landing maneuver, and provides an effective
man/machine interface to display this assessment to the pilot.
The performance monitor assists the pilot in making go/no-go
decisions under pressure and in the face of uncertainty. The
goal in a performance monitor design is to substantially reduce
landing risk without imposing an unacceptable economic pen-
alty in the number of aborted approaches.
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A. Monitor’s Place in the Total System

The information flow in an autoland is depicted schematic-
ally in Fig. 1; the switch on the monitor input symbolically
allows us to use a single diagram for systems both with and
without performance monitors. When the performance mon-
itor is included in the total system, it provides a performance
assessment (new input) to the pilot. It is common in the
literature to refer to the monitor’s performance assessment as
“independent,” although the notion of independence is usually
left undefined.'-®* The authors have identified three distinct
aspects of monitor independence: 1)Hardware independence,
in the sense that the monitor’s failures occur independently of
failures in the control system. 2) Processing independence,
in the sense that the monitor ““thinks’ in a somewhat different
way from the pilot, and comes up with a different type of
performance assessment. As seen by the pilot, this is a new
source of “information”—an independent performance assess-
ment. 3) The highest possible level of monitor independence
is informational independence, which can occur only when the
monitor has sensors of a different type from the sensors used
for the control system (not just replicated sensors of the same
type).

B. Wider Applications of Performance Monitoring

This paper is concerned with the application of performance
monitoring to the autoland problem. However, it should be
evident that the basic concepts are applicable to any dynamic
system in which a premium is placed on timely and accurate

COMMANDS

)

c NOISE
| STATE 0 OBSERVABLES

X y z
AIRCRAFT] = =
(4
AIRFRANE }‘»[SENSDRS p———>

3

CONTROL
SYSTEM

FAILURE
MONITORS

IDISTURBANCES| >

PERFORMANCE
MONITOR HARNING
A

ASSESSMENT m

]

ENVIRONMENT

OUT-THE-WINDOW,
ETC.

y
Yo " PiLoT
PILOT o
SENSORS 5
P

NOISE

Fig.1 Schematic of autoland decision process, with and without per-
formance monitoring.



340 SMITH, SCHOONMAKER, PYRON AND BENBOW

abort/proceed decisions. Such systems have in common the
following properties: 1) Dangerous situations can develop
“rapidly” (relative to the control response time). 2) Serious
safety risks result from proceeding when one should abort.
3) Economic and safety penalties result from aborting when
one should proceed.

Systems in which we would expect to find performance
monitoring useful, and perhaps absolutely necessary, are:
high-speed trains, “flying” monorails and automated high-
speed expressways, automatically landed aircraft of all sizes
and types (an inexpensive monitor for light planes represents a
major design challenge), large ships, which have response time
on the order of an hour, and fixed installations such as auto-
mated nuclear reactors and oil refineries.

II. Mathematical Developments

Comparing monitor concepts or analyzing the pilot-monitor
interaction requires a mathematical model for evaluating land-
ing risk. This section will develop the mathematical model
and language in which to express the characteristics of a per-
formance monitor, and the way these characteristics contribute
to the overall objective of reducing risk.

A. Abort-Continue Decision Process

The purpose of the monitor is to assist the pilot in making a
binary decision: to abort or continue with the landing. Let
us define the binary variable p; in symbols we will say p = C
or p = A, to indicate a pilot decision to continue or abort,
respectively.

To analyze the over-all decision process, it is accordingly
necessary to discretize the entire process. Let us assume for
the moment, then, that the PM also has only a single binary
output, defined by the variable m. We say either m = D if
the monitor recommends continuation of the approach, by
remaining dark, or m = L if the monitor recommends aborting,
by lighting up. (We shall later discuss other possible monitor
outputs.)

Finally, to discretize the real world, it is necessary to take
the continuum of possible state variables at a particular in-
stant, and partition it by absolutely unambiguous criteria into
aregion G, the set of all “good” approaches and landings, and
the complementary region B, the set of all “bad” landings.
Figure 2 indicates the external state variables entering into
classification at the instant of touchdown. Internal variables,
such as the condition of the landing gear and brakes, are also
involved in classifying a landing. Corresponding to this clas-
sification, we define the binary variable a, and say a = G or
a = B, according as the approach is good or bad. For con-
venience, the definitions of these variables are collected in
Table 1.

The final notational device needed to proceed with the analy-
sis is the “decision tree”. A tree represents a stagewise deci-
sion process as a sheaf of diverging paths representing all
alternative possibilities at the first stage. Each such path
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the instant of touchdown.
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Table 1 Binary variables used in analyzing the decision process

Name Definition Possible values and their meaning
¥4 Pilot decision p = C: pilot decides to continue
approach
p = A: pilot decides to abort
approach
m PM assessment  m = D: monitor dark; recommends
of approach continuing
m = L. monitor lights ; reccommends
aborting
a True status a = G: approach will culminate in
of approach good landing

a = B: approach will culminate in
bad landing

terminates in a node from which emanate paths denoting the
possibilities at the second stage, given the decision made at the
first stage, and so forth until all possibilities at every decision
stage have been exhausted. The final set of nodes encompas-
ses all possible eventual outcomes of the process.

At each node, we mark each outward path with the (known
or assumed) conditional probability that, given that the process
has arrived at that node, it will then take that path. These
conditional probabilities are, of course, “locally exhaustive”;
i.e., they encompass all locally possible occurrences and thus
sumto 1.0 atevery node. The over-all (nonconditional) prob-
ability that the process will eventually arrive at a particular
final node is found by traversing the compiete path from the
initial node to that final node, applying the multiplication rule
at every node encountered along the way. The final nodes are
“globally exhaustive™; thus, the sum over all final nodes is also
1.0.

B. Operational Risk and Penalty

Consider a pilot making an automatic approach and landing
with no performance monitor in the loop (i.e., the switch
shown in Fig. 1 is open). There is a finite probability that the
approach is actually bad. The pilot, in evaluating the ap-
proach and making his abort/continue decision, has finite
probabilities of assessing a good approach to be bad, and vice
versa. These two types of errors have common names in the
literature*; using conditional probability notation, we have the
definitions

a, = P(C|B) BPZP(A]G)

Figure 3 is a tree showing the structure of the unmonitored

autoland decision process.** Hypothetical numerical values
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Fig.3 Tree showing unmonitored autoland decision process.

41 The subscript “p”” denoting a pilot decision.
** These are “‘one-shot” probabilities, which do not account for
repeated tries by those aircraft which abort their initial approaches.
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Table 2 Over-all probabilities of all possible final outcomes of the
unmonitored autoland decision process®

Good approaches Bad approaches

Completed a —BPG) «,P(B)
(0.998 001) (0.000 001)
Aborted B,P(G) ( — o,)P(B)
(0.000 999) (0.000 999)

@ Hypothetical numerical values, P(B) = ap =, = 0.001.

have been given for each of the conditional probabilities in-
volved; these values are purely illustrative, and not assumed to
characterize actual autoland systems or pilots. The over-all
probabilities of each final result are given in Table 2. The
diagonal entries of this table represent the results of correct
decisions, and the off-diagonal entries are the results of incor-
rect decisions: '

«P(B) is the over-all total system risk of executing a bad
landing, BP(G) is the penalty (nuisance-abort probability) as-
sociated with the total system.

The risk probability is dependent upon both the autoland
performance and the pilot’s decision-error performance, while
the penalty is almost entirely due to the pilot (except insofar as
the pilot’s experience with the autoland system influences his
decision). Assume that we want to reduce the risk/penalty
probabilities without changing the aircraft systems; we then
demand lower decision-making errors from the pilot. The
given example happened to have « = . Generally, a process
with high « and low 8 is called optimistic, one with high 8 and
low « is called pessimistic or conservative.

We might expect that, without improving the pilot’s working
environment, we cannot reduce both his error probabilities
simultaneously. We may find pilots who are more or less
cautious (alternatively, have higher or lower tolerance for ap-
parent anomalous behavior), but changing the degree of cau-
tion will simply trade one kind of error for the other.

C. Influence of the Monitor

Now let us close the switch shown in Fig. 1, and allow the
PM to make assessments and display them to the pilot. The
tree shown in Fig. 4 shows the over-all decision structure of
this process. The means which we use here to model the
influence which the PM’s assessment exerts upon the pilot’s
decision-making is a set of (one or more) “influence coeffi-
cients” which express the pilot’s tendency to alter his inherent
error probabilities in the direction of agreement with the moni-
tor’s assessment. In the example shown, we use only a single
coefficient, k, whose value is 10.0; i.e., the pilot’s error prob-
ability is decreased by a factor of 10 whenever the monitor is
correct, and increased by a factor of 10 when the monitor is
incorrect; e.g.,

P(4/GD) =0.18, = 0.0001 P(A/GL) =108, = 0.01
The monitor’s assessment errors are denoted Can, B
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Fig. 4 Tree showing effect of monitor upon autoland decision process.

Final result probabilities are shown in Table 3. For the
example shown, substantial reductions in both risk and penalty
have been achieved, as compared to the unmonitored autoland
of the preceding example. Although this precise result is a
function of the numbers used, the general result (that the
monitor acts to reduce both risk and penalty) is very insensitive
to the numerical values of «., 8. and k; e.g., with & fixed at
10.0, it holds true up to «, = 8. = 0.091; alternately, holding
&m = Bm = 0.001, it remains true for 0 << k< 999. In short,
it is easy to demonstrate, from a remote vantage point such as
provided by the decision-structure analysis just given, that the
pilot should side with the monitor almost all the time.

Consider, however, the view from the cockpit; suppose the
monitor lights, but the pilot proceeds to landing anyway ; what
is likely to happen? For reasonable levels of control system
and monitor performance, the monitor will light up in only a
small percentage of all approaches. Some of these lightups
will be actual bad approaches, while others will be false alarms.
Since both of these probabilities are small and variable num-
bers, it is evident that their ratio can vary over a wide range.
We can provide an equation for this ratio by using Bayes’
theorem?®:

P(LIGP(G) P(L| G)P(G)
P(L) ~ P(L|G)P(G) + P(L|B)P(B)

P(G/L) =

For the example given, this probability is 0.5; i.e., out of all
cases in which the monitor lights up (two approaches per
thousand), exactly half are false alarms! This fact could in
some individual cases have the effect of “spoofing’ pilots; i.e.,
giving a mistaken impression of the magnitude of the monitor’s
B error, with potentially serious consequences at some later
time.

This possibility could be prevented by establishing an opera-
tional ground rule calling for a mandatory abort whenever the
monitor lights. No tree is provided to show the decision
structure for this case; however, referring back to Fig. 4, you
will see that only the two paths marked with asterisks will lead
to completed landings under this rule, and all others will be
aborted. The final outcome probabilities, given in Table 4,

Table 3 Monitor’s influence upon probabilities of final outcomes of autoland decision process®

Good approaches

Bad approaches

a- Bm5(1 B 4 —kgo]r@

[oc,,,koc,, (= ) %]P(B)

Completed
(0.1 X 10~° vs 0.1 x 107%)
B» _ - a
Aborted [(1 -8 "’)‘k_“g'"kf’?"]lp @ [rxm(l ko) + (1 ocm)(l k)]P(B)

(0.1 X 1073 vs 0.999 x 10~3)

“ With hypothetical numerical values, P(B) = ap = Bp = tm = B = 0.001, k = 10.
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Table 4 Probabilities of final outcomes under mandatory—abort rule®

Good approaches Bad approaches
Bs
1—- 81— |P(G) koo, P(B)
Completed ( B ( k ) ( o
0.1 x1077)
: [a -8 Ek— + Ba|P(G) ({1l — ktp) + (1 — a)IP(B)
Aborted

(0.0011)

a With hypothetical numerical values as before.

are what we should expect from previous discussions—risk is
decreased only by increasing penalty. One can also imagine
that a mandatory-abort rule might be unpopular with pilots,
especially in CAVU.LL

The proper design approach to reducing the likelihood of
pilot override of the PM is a) engineering the monitor for low
decision errors, to justify pilot confidence, and b) human-
engineering the monitor to build man/machine “rapport,” and
establish pilot confidence.

D. Additional Monitor Outputs

Part of this human-engineering task is to provide the pilot
with PM outputs other than the simple dark or light alterna-
tives considered thus far. The purpose of such outputs is to
supply the pilot with more detailed data regarding the moni-
tor’s assessment.

Discrete outputs from the monitor may offer the pilot three
or more alternatives; e.g., continue landing on autopilot, take-
over and land manually, abort on autopilot, takeover and
abort manually. (The extra alternatives correspond to an
attempt by the PM to characterize the difficulty of the present
situation as being internal or external in origin.)

Continuous outputs, however, offer the best potential for
establishing and maintaining man/machine rapport. Con-
tinuous outputs may be classed as either “envelope™ or “point™
signals. An example of each type is given in Fig. 5: the cross
provides a point signal, the ellipse an envelope signal.

Envelope signals pictorially indicate (by means of a display
which can grow and shrink, change color or whatever) the
monitor’s estimate of the uncertainty or dispersion in the
present or predicted state. This gives the pilot insight into the
status of and reason for the monitor’s current assessment,
which he can continuously weigh against his own perceptions.
The abort decision process then becomes one of a gradual
deterioration in confidence, rather than a sudden crisis of
indecision.

Point signals allow the monitor to indicate not just how well
it estimates the approach to be going, but the magnitude and
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Fig. 5 Example of continuous monitor displays.

11 Ceiling and visibility unlimited.

specific direction by which it estimates the present or predicted
state differs from the nominal. Aslong as no takeover occurs,
the effect of such signals is not much different from envelope
signals. In the event of a takeover, however—especially in
the first critical seconds—the pilot may be strongly included to
steer in the direction favorably indicated by the monitor. This
blurs the distinction between monitor and control system; it is
a bit difficult philosophically to reconcile this post-takeover
secondary control function with the pretakeover monitor/con-
trol system independence. In some circumstances, it may be
appropriate to blank all point signals at the onset of a takeover -
or abort.

III. Key Issues in Performance Moniter Design

We have seen that the intended function of a performance
monitor is to provide the flight crew with an autoland perfor-
mance assessment (which is independent of the crew’s assess-
ment), as the aircraft and autopilot work together to execute a
safe landing. It is the designer’s task to realize that goal
within economic constraints. This task includes selection of
data-handling, computational and display hardware; design of
computational algorithms; and finally, selection of numerical
values for the parameters of the algorithms, to maximize their
effectiveness in the working environment of the particular
airplane/autoland system.

Typically, a monitor will have two distinct types of para-
meters: a) ‘Fidelity’ parameters which tailor the PM response
to the particular system in question. Theoretically, variation
of a parameter of this type can reduce both « and B errors
simultaneously. b) ‘Caution’ parameters which establish the
departure from postulated ideals which the monitor will toler-
ate without generating an alarm. Variation of any parameter
of this type will drive « and B errors in opposite directions.

Unlike control systems, whose maximum effectiveness is
limited by the basic physics of the airplane, the monitor
caution parameters can be set to give a bad-landing risk as low
as you please, but at the expense of high nuisance-abort
penalties. To have an economically viable system (e.g., one
which increases traffic flow over current levels under all certifi-
able weather minima), one must decrease the nuisance-abort
penalty to a level corresponding to an acceptable level of
landing risk. 'We see then that ultimately, the PM is an imple-
mentation of the design engineer’s approach to performance
assessment and will embody the designer’s judgement as to
what constitutes an “‘acceptable” level of risk (e.g., an order-
of-magnitude reduction below current landing-accident rates).
In a sense, then, the PM puts a controls engineer in the cockpit.

A. Sources of Data

The performance monitor will normally interface with
failure-monitoring devices (in-line and comparison monitors),
and with aircraft onboard sensors which convey raw data
relating to the aircraft external state, gyros, accelerometers,
ILS receivers, etc. To accomplish its objectives, the PM
should have raw-data sources independent of the control sys-
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tem’s data sources. Then, if the control system is carrying the
aircraft into an intolerable situation because of bad input data
received from its sensors, the monitor will have a high prob-
ability of detecting this condition, on the basis of data from its
independent sensors.

The lowest level of independence providing this probability
is hardware independence, in which the monitor’s sensors are
distinct from, but copies of, the sensors feeding the control
system. (This would be easy to accomplish in a “hot spare”
redundancy scheme.) In the event that the source of the bad
control system data is degradation of one of its sensors, the
monitor’s sensors will still provide good data.

This level of independence does not cope with bad data
whose source is external to the aircraft sensors; e.g., anomalies
in the ILS beam as radiated, which will affect all replicated
sensors alike. To detect such events, the monitor would need
a sensor of a completely different type; e.g., Doppler radar.
Thus the highest level of independence is afforded when the
PM can base its assessment upon information of a type which
is not available to the control system.

This leads to an interesting design dilemma: if some new
sensor is effective in monitoring the existing control system, it
would probably be even better (from a total system standpoint)
to modify the control system to use data from this new sensor!
Thus we must conclude that in a well-designed total system,
the monitor will have its own replica sensors, but will not have
sensors basically different from those used for control.

We mightreiterate that a monitor can incréase the amount of
information made available to the pilot, even though in theory
the monitor generates no information beyond what is inherent
in the sensor inputs. This is because the monitor can
“condense” a large mass of data to emphasize a few essential
features, and present these to the pilot in a format which he
grasps instantly.

B. Scope of the Performance Assessment Function

The greatest benefits of performance monitoring accrue in
monitoring the performance of the controlled system (i.e.,
goal-directed motion of the entire aircraft) as well as the control
system. We thus directly address the essential questions: Is
the aircraft under control? Is the automatic landing process
converging? Will the pending landing be safe? The broad-
est possible scope of the monitoring function would involve an
attempt to estimate the status of the total system, the controlled
system elements and the uncontrolled environment. Diffi-
culties are encountered in trying to extract, from aircraft on-
board sensor data, a description of the disturbance environ-
ment (e.g., winds, beam anomalies, etc.) to which the aircraft
is subjected. However, there are considerable benefits pos-
sible if the attempt is successful. This type of information
is particularly useful in reducing bad-weather abort penalties:
with a good indication of the cause of a prior abort, the pilot
can, when appropriate, attempt another approach at his origi-
nal destination, rather than diverting to a field having better
weather.

C. Assessment Criteria

The three basic questions of controllability, convergence,
and landing safety are not attacked by the PM as abstracts.
Rather, performance criterion-functions or indices of control
(performance laws analogous to control laws) are developed
as part of the design process. During each landing approach
the PM uses onboard observables to compute the performance
criterion-function values, and operates upon these to formulate
a performance assessment: a) The aircraft is assessed to be
under control provided that the indices of controllability are
within acceptable bounds (i.., the performance laws are satis-
fied). b) The autoland process is assessed to be converging,
provided that the values computed for certain settling-time
parameters are found to be sufficiently smaller than the time-
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to-go to touchdown. c¢) The pending landing is assessed to be
safe provided that the predicted touchdown point falls within
a specified region on the runway, and the attitude, sink rate,
and lateral drift rate are within acceptable bounds. The
boundaries of acceptability are established partly by aircraft
geometry and structural limitations, and partly by analysis of
rollout dynamics. §§

Short-term averaging of the input observables and/or the
computed output values is normally used for performance
assessment. This averaging is intended to smooth the assess-
ment process, thus reducing display “jitter,” without adding
significant delays. Typically the averaging period will be re-
duced as the time-to-go decreases.

D. Implementation

Two scalar measures of performance have been used to
address the question of controllability and convergence: 1)
settling time, and 2) an index of the degree to which guidance
and control laws are satisfied. In this paper, a performance
index (PI) or controllability index is a positive definite scalar
function of several system states or observables, whose value
is to be a measure of the degree to which the aircraft is urider
control. For example: consider an autopilot whose lateral
trajectory control loop is based upon a guidance law of the
form .

(ﬁc =a,y + az}.}“r as f y(t)dt
to

where ¢. is the roll command, y is the lateral displacement from
the ILS localizer centerline, the a; are the control system gains,
and 7, is the time the control mode was selected. The degree
to which this guidance law is satisfied is measured by a perfor-
mance index based upon the dii’fe{ence between the monitor
estimate of the commanded state ¢. and the actual measured
state ¢m:

I=n—ap—af—as [ 50 a0
ty

The smoothed value of such a PI may drive a display directly,
or may be magnitude gated and used to set performance assess-
ment logical discretes, answering the question ““Is the aircraft
under control?” Performance indices need not mimic control
laws, although there are certain advantages to doing so, as
discussed later under Modeling.

The settling time of a control system is usually defined as the

- time required for the control system to bring the aircraft with-

in acceptable position and velocity bounds relative to the run-
way. In principle, settling time can be computed from the
controlled system Hamiltonian and the rate of change of the
Hamiltonian, by the relationship

T = max(H/H)

with an appropriate sign convention.® In practice, this meth-
od of settling time computation (and some of its variations)
has met with little success. A workable approach has been
developed, and will be discussed under Modeling. Settling
time, like the performance indices, is a scalar. It provides
information directly related to the question “Is the landing
process converging ?”’

E. Types of Prediction

Until the aircraft comes to a stop, it is still exposed to risk.
Thus, every performance monitor must include a capacity to
predict its “end” condition. Prediction may be implemented

§§ In any case, these bounds must fall within those established by
contractual or Federal specifications. .

99 Note that ¢, is the control system command while ¢. is- the
command the monitor would expect from the control system. The
monitor estimate is based on its set of sensors and duplicate control
laws.
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Fig. 6 Implicit and explicit prediction to touchdown.

either explicitly or implicitly; in fact, both approaches may be
used in a single PM design, to answer the question, “Will the
pending landing be safe?”

In explicit monitoring, performance is assessed by predicting
the aircraft state at some critical future event, such as touch-
down, and comparing it with the acceptance region of touch-
down states (R.s). In this way, monitoring is performed ex-
plicitly in terms of the final values of the coordinates which the
system is trying to control. Implicit monitoring is accomp-
lished by testing the aircraft state at the current time against
an acceptance region relevant to the current time (R.). (Nor-
mally the bounds on R. will converge as the current time ad-
vances.) In this method, a safe future state is implied by the
acceptability of the current state. These two approaches,
shown schematically in Fig. 6, are analogous to explicit and
implicit guidance mechanizations.”

Explicit prediction requires a model of the controlled system
dynamics, and implicit prediction does not. Although the
model need not be highly accurate, modeling does tend to
make. explicit prediction more complex to implement than
implicit prediction.

Full-explicit monitoring is difficult to implement; e.g., when
the aircraft is still several thousand feet from touchdown, it is
difficult to predict what its state will be at the end of braking.
Therefore, explicit monitoring is at most “‘phasewise explicit,”
i.e., explicit for the duration of each approach phase (such as
ILS track, flare, and rollout) with implicit prediction used at
the phase boundaries. In principle, this is what the FAA’s
Category 2 rules do, for example, in specifying an acceptance
region at the 100-ft decision height in addition to one at touch-
down.®

F. Role of Modeling

A key issue in monitor implementation is the use of model-
ing. Unlike control systems, which must be tailored to the
controlled-element dynamics, it is not necessary (in principle)
to use modeling or other a priori knowledge of the controlled
system dynamics to monitor the system’s accomplishment of
its objectives. For example, monitoring without models can
be accomplished by: a) Assessing controllability on the basis
of testing high-frequency (inner loop) aircraft motion variables
or functions of these variables against constant or time-vary-
ing bounds. b) Estimating settling time on the basis of ob-
served displacements and rates. c¢) Assessing landing safety
by testing low-frequency (outer loop) attitude and trajectory
displacements against constant or time-varying bounds. Ac-
curate and timely estimation of settling time without models
is rather difficult. This is because without a model the air-
craft motion is known only to a few derivatives removed from
the observables, and the settling time computation is quite
sensitive to errors in these derivatives. This demands con-
siderable smoothing of the measured data, and hence a time
lag in the assessment. As the landing nears completion, this
lag becomes of the order of the time remaining to touchdown.
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Fig. 7 Over-all monitoring functional flow.

The advantage of monitoring without models is the sim-
plicity of implementation, design, development, and test, as
compared to monitors with models. This tends to hold down
the development costs of the monitor. The chief disadvan-
tage to mionitoring without models is a reduced ability to
incorporate a priori information about the system and thus
favorably shape the «-vs-8 response. In the terminology of-
fered earlier, a monitor with no models has only caution para-
meters and no fidelity parameters. Thus any reduction in
risk is always accompanied by an increase in penalty, and
hence higher operating costs.

By comparison, monitoring with models can be accom-
plished by: a) Assessing controllability on the basis of the
degree to which the guidance and control laws are satisfied.
b) Estimating settling time from the assumed controlled-
system dynamics—either by fast-time simulation, or by auxil-
iary equations which generate settling time directly. c) Assess-
ing landing safety on the basis of the predicted dispersions at
the time of touchdown (or the next upcoming critical event),
using means similar to the estimation of settling time.

The principal difficulty with the use of predictive models is
initializing the models. Estimating the current state by filter-
ing measured data can lead to a high data-processing load.
The advantages are that: a) Modeling provides a straight-
forward, intuitively defensible means of assessing controllab-
ility, convergence, and landing safety. b) There are no
irreducible delays in the assessment process, so the assessment
time can be made negligible relative to the system response
time. ¢) Nonlinear elements in the control process are easily
handled in fast-time simulation models. In short, the more
known about the control and controlled system, and the more
this knowledge is embodied in the monitor by use of models,
the better the monitor performance will be. Partly for this
reason monitoring is considered to be part of control system
technology.

In summary, Fig. 7 shows the functional blocks which one
would expect to find in an automatic landing system perfor-
mance monitor design. Examples of the detailed transfer
functions for each of these blocks are presented and discussed
in Ref. 1.

IV. Design Verification

As the monitor design evolves, it becomes necessary to
evaluate its performance. (By evaluate we mean to establish
with high confidence.) Testing of the monitor in combination
with the controlled system will supply the data necessary to
compute P(B), « and B, and hence the total-system risk and
penalty. The test data will also help in redesign if perfor-
mance is not totally satisfactory.

A. Verification Problem

The problem arises in attempting to estimate, with high
confidence, the probability of occurrence of events which occur
with very low probability. Improvements in sampling meth-
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odology are necessary to make it feasible for any manufacturer
to gather “enough” data to validate his system performance at
the desired levels of risk. For example, suppose we wish to
verify that the bad-landing probability P(B) is less than one per
thousand, by direct sampling. Assume we have a Monte
Carlo simulation of the total system (environment, airframe,
control system, and monitor). For each Monte Carlo run, a
random number generator samples all aircraft disturbances,
and the complete approach is simulated. We record the oc-
currence of good and bad landings. To establish a low bad-
landing probability with high confidence, we must have long
strings of good landings. For example, 1000 landings can
provide at best 639, confidence that P(B) < 0.001 (i.e., if all
1000 were good; if even one was bad, our confidence that
P(B) <0.001 would drop to 26%). Similarly, it would take
at least 2300 runs to verify P(B) << 0.001 with 909 confidence,
3000 for 959 confidence, and 4500 for 999%, confidence.
Current autoland development goals are to limit the unde-
tected bad-landing frequency to something of the order of
10-¢ to 10-8. Verifying such performance with direct sam-
pling techniques requires an impractical number of runs.

The solution to the verification problem results from the use
of “extrapolative techniques”, whereby a data base of econom-
ically feasible size is transformed into results meaningful for
the entire sample space.

B. Stratified Sampling

Stratified sampling techniques have long been used in
Monte Carlo analysis® and opinion polling.'® The method,
simply stated, is to a) find the conditional probability that a
given disturbance will cause a bad landing, regardless of the
probability that the disturbance will actually occur, then b) use
the known probability density of the disturbance as a weighing
function to find the overall probability of a bad landing.

For a single disturbance, u, the basic data to be recorded at
various values of u are P(B/u), P(L{u), and P(BL/u), which are
respectively the conditional probabilities that the landing is
bad, the monitor lights up, and both occur simultaneously,
given a particular value of u. Manipulation of the basic data
gives the decision-error functions,

a(u) = P(BD |u) = P(B|u) — P(BL| )
b(u) = P(GL|u) = P(L|u) — P(BL|u)

The probability density p(x), is used as a weighing function in
the summations

P(B) =X P(Blwpw),  P(G)=1—P(B)

o= (1/P(B)) Z a(uw)p(u)
B =(1/P(G)) Z b(uw)p(u)

Assume that the objective is to verify with 95% confidence
that P(B)<< 0.001. One way this can be achieved by direct
sampling is to have 3000 good landings without a single un-
satisfactory one. This is, of course, the minimum number of
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runs which will accomplish the objective. The “typical”
(median) number of runs required depends strongly upon the
“spread” between the true, unknown P(B) and the test value
PB(B). For example, if the true P(B) = 0.0005, a typical direct
sampling test program will require 9065 runs, with 4 unsatis-
factory landings, to establish P(B) < 0.001 with 95%; confi-
dence. Stratified sampling can be used to reduce the number
of runs by an order of magnitude.

Table 5 shows a possible decomposition of the over-all true
and test probabilities into three regions, or strata, the regions
being defined by the magnitude of the disturbance u. If we
now establish 959 confidence for each of the component
P(B/u) values, we necessarily obtain 959, confidence for the
over-all P(B). 1Ina practical test program, a mix of techniques
is used to establish confidence in each region. In region 1,
where bad landings are very infrequent, we might estimate
P(B/1) by estimating the standard deviation of landing dis-
persions (from simulation or flight test data), assuming gaus-
sian statistics, and comparing the landing dispersions to the
size of the landing acceptance region on the runway. In
regions 2 and 3, the bad-landing frequency is high enough to
estimate P(B/u) by counting simulated bad landings; it is
unnecessary to assume gaussianness of the dispersions. It is
found that in a typical 959 confidence test program using
stratification, 32 samples are required for region 1, 445 samples
for region 2 and 278 samples for region 3, for a total of 755
samples using stratification, as compared with the direct-
sampling total of 9065 samples.

In the real world, of course, there are many different dis-
turbance sources. Many of these can be considered inde-
pendent, but others are highly correlated; e.g., strong winds
and water on the runway. Vectorial summations of the form

P(B) =3 P(B|u)p(w)

and similar forms for « and B, are not difficult to evaluate from
results relating to one error disturbance at a time, if the dis-
turbances are independent. Methods for treatment of cor-
related disturbances by use of covariance techniques!*-'? are
still under development.

C. Parameter Extrapolation

The second technique to be discussed is much the opposite
of the first; rather than obtaining data from the low-proba-
bility critical region, we establish a sequence of artificial critical
regions, in each of which direct sampling can economically be
applied. This is done by setting all monitor caution para-
meters to such a low tolerance level that the monitor lights
with high probability, say 0.9, on normal approaches. In
other words, we force a high § error.  When a reliable value
has been established for the 8 error associated with the initial
caution parameters, the tolerances are opened up to give a
lower B error, say 0.5, and sufficient samples are taken to
establish this new level with confidence. Naturally, the second
set will take more samples than the first to provide the same
confidence. This process is repeated to the extent economi-
cally feasible; the available data is then extrapolated to estab-
lish the B error expected at the design tolerances.

Table 5 Numerical data illustrating stratified sampling

Unknown true probabilities

Test probabilities

Known - -
Region p(u) P(Blu) P(B|u)p(u) P(B|u) P(B|up(u)
1 0.97 10-6 0.97 x 10-6 10—+ 0.000097
2 0.02 0.01 0.0002 0.02 0.0004
3 0.01 0.03 0.0003 0.05 0.0005
Sum 1.00 — 0.0005 — 0.001
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This method is suitable for flight test, as well as simulation,
since it does not require exposing the aircraft to bad-landing

risk. It is intended primarily for the evaluation of B error. -

However, it should be clear that the two techniques can be used
in combination, and in combination with other techniques,
such as sequential sampling*3, to further improve the econom-
ics of the design verification program.

V. Summary

The performance monitor is a new subsystem in automatic
control. It is specifically related to the safety of automatic
operations when marginal control situations can frequently be
encountered. The approach the authors have developed for
modeling and analyzing performance monitor risk and penalty
and their interrelationship should be useful in monitor trade
studies, monitor concept selection, and identifying monitor
system operating ground rules. The discussion on indepen-
dence, scope, performance assessment criteria, types of mon-
itors, and modeling should clarify issues that have been quite
confusing. The analogy between monitor performance ind-
ices and control laws should help the controls engineer identify
with the key monitor design task of synthesizing “performance
laws” which, when satisfied, indicate satisfactory performance.
Finally, the discussion of test and verification should provide
monitor designers with our approach to answering the question
“How does one economically verify, with high confidence, an
ultra-reliable monitored control system ?”

J. AIRCRAFT
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